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How Artificial Intelligence Can 
Enrich Our Understanding  
of Organizational Culture

Amir Goldberg and Sameer B. Srivastava  
provide three concrete illustrations of  
how managers can use AI to better  
understand and more effectively  
manage organizational culture.

C
ulture is arguably the most nebulous and 
complicated construct in the social sciences. 
The innate tendency of humans to create and 
perpetuate culture is inherent to our ability to 

feel, imagine, and interpret the world around us.
For most managers, artificial intelligence (AI) 

is comparably opaque and complex. To many 
workers, AI is an unknown set of technologies that 
threaten their knowledge, skills, and livelihoods.

Amir Goldberg, Stanford University      Sameer B. Srivastava, University of California, Berkeley
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Algorithmic technologies 
can be powerful tools, 
helping you to understand 
cultural processes and the 
management of culture.

So what do culture and AI have 
to do with each other? You may 
believe that AI is propelling us 
down an oppressive path or you 
may feel that negative sentiments 
and expectations about it are short-
sighted. We hope, with the help of 
our recent research, to persuade 
you that algorithmic technologies 
can be powerful tools, helping you 
to understand cultural processes 
and the management of culture.1

Algorithms and Culture
Recent advances in artificial intel-
ligence have led to the release of 
several large language models 
(LLMs)—including OpenAI’s GPT 
4.0 and Google’s Gemini—which 
exhibit unprecedented conversa-
tional abilities. Scholars continue 
to debate whether these abilities 
are evidence of nascent machine 
intelligence. Regardless, it is clear 
that LLMs are not intelligent in the 
way humans are. They perform 
well on certain analogical tasks, 
for example, but fail at other forms 
of trivial reasoning. It remains 
unclear whether these algorithms 
understand, in the intuitive sense 
of the word, or merely reproduce 
statistical patterns drawn from 
copious data.2 

Yet, while they may not be actu-
ally intelligent, contemporary AI 
algorithms are extremely good at 
prediction.3 In many cases, given 
the right data, they are far better at 
making predictions than humans. 
These algorithms can thus be 
immensely beneficial in solving 
difficult problems, so long as their 
human minders correctly construe 
the problem as a prediction task. 

Indeed, the breathtaking recent 
advances in natural language 
processing algorithms were driven 
by the fact that they were trained 
for simplified prediction tasks. For 
example, they might be asked to 
predict a randomly masked word 
in human-generated text using the 
surrounding unmasked words as  
contex tua l  clues.  A decade or  
so ago, just such an approach 
produced a family of linguistic 
algorithms known as word embed-
ding models.4

With access to a 
sufficiently large set of 
training data, a word 
embedding algorithm 
gradually “learns” how 
members of a group 
communicate with  
one another.

With access to a sufficiently 
large set of training data, a word 
embedding algorithm gradually 
“learns” how members of a group 
communicate with one another. 
Of course, it does not understand 
the group’s language the way a 
human would; it just predicts a 
masked word. The algorithm’s 
learning process relies on develop-
ing a numeric representation of the 
group’s language, with each word 
represented by a set of numbers, 
usually a few hundred of them. This 
is a terribly impoverished repre-
sentation of language compared to 
the amazingly complex linguistic 
cognition of humans. Nevertheless, 
it approximates human semantic 
cognition quite well. Think of these 
numeric representations of words 
as coordinates in a multidimen-
sional space. Provided that the 
algorithm was trained on a large 
enough body of data to provide a 
comprehensive sample of English, 

the distance between words in this 
space reflects people’s subjective 
perception of the semantic simi-
larity between words. “Cat” and 
“dog,” for example, are likely to 
be much closer to each other than 
“cake” and “transportation.”

Word embedding models 
can reveal the complexity 
of people’s perceptions 
without asking them 
directly what they think.

Word embedding models 
can thus reveal the complexity 
of people’s perceptions without 
asking them directly what they 
think. In one early demonstration, 
researchers used word embedding 
models trained separately on texts 
from different historical periods to 
trace the changing meaning of the 
word “gay.”5 Models examining the 
beginning of the twentieth century 
placed “gay” closest to words such 
as “happy” or “jovial.” Those using 
texts from the end of the century 
placed it closest to words describ-
ing gender and sexual orienta-
tion. This progression mirrored 
the word’s etymological evolution 
from meaning happy to meaning 
homosexual. In a different study, 
researchers used word embedding 
to evaluate gender bias in English.6 
They found that feminized profes-
sions such as “librarian” are closer 
in embedding space to the word 
“woman,” while masculinized profes-
sions like “carpenter” are closer to the 
word “man.”

How does all this relate to 
culture? While there are many 
definitions of culture, they all 
encompass the beliefs and percep-
tions shared by a group of people, 
whether that group is a nation of 
millions or a startup firm with 
only a few dozen employees. The 
operative term here is “shared.” 
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And if word embeddings can help us 
measure people’s perceptions, they 
can also help us assess the extent to 
which those perceptions are shared.

The main goal of traditional 
approaches to the study of culture 
is to understand the various beliefs 
and perceptions unique to a given 
culture. They find, for example, 
that Americans espouse individu-
alism more than any other nation 
in the world, or that some firms 
emphasize moving fast and break-
ing things, while others, in keep-
ing with the environment in which 
they operate, are more cautious. 
This is commonly referred to as 
the content approach to study-
ing culture. Content analyses of 
culture are interpretative; they 
rely on the researcher’s ability to 
understand the substance of the 
group’s shared perceptions. A typi-
cal algorithmic agent is unable to 
perform such a task well.

Instead, we use word embed-
ding models to apply a distributive 
approach to studying culture. This 
approach allows us to use word 
embeddings to evaluate the extent 
to which people share perceptions 
and along what dimensions. We 
don’t need our algorithmic agent 
to understand; we only need it to 
reliably measure semantic simi-
larities.

Three Studies
We recently conducted three stud-
ies using word embeddings to shed 
new light on the cultural dynamics 
of organizations.

In the first study, we used 
the online software development 
platform Gigster. Together with 
Katharina Lix and Melissa Valen-
tine, we analyzed the communi-
cation between members of 117 
teams on the instant messag-
ing platform Slack.7 We aimed 
to determine whether these 
teams performed better when 
each member thought about her 
team’s task differently, or when 

all members were on the same 
page.

Alignment of thinking among 
team members is a double-edged 
sword. On one hand, if everyone 
interprets the team’s goals simi-
larly, they can easily coordinate 
their activities. On the other hand, 
similar thinking can readily turn 
into groupthink, encouraging team 
members to quickly converge on 
a suboptimal idea without anyone 
challenging it.

Recall that a word embedding 
model assigns each word a posi-
tion in a multidimensional space. 
We computed the location of each 
speaker in that space by comput-
ing the average position of all the 
words she wrote during a day of 
interaction. This mapping allowed 
us to compute the semantic distance 
between each pair of speakers. We 
defined a team’s discursive diver-
sity—the degree to which the mean-
ings conveyed by group members 
in a set of interactions diverge from 
one another—as the average pair-
wise semantic distance between 
all team members. In other words, 
discursive diversity reflects the 
extent to which the thinking of team 
members is aligned or divergent.

The teams that performed 
best were those that could 
adapt their discursive 
diversity to the task  
they were engaged in.

We found that the teams 
that performed best were those 
that could adapt their discur-
sive diversity to the task they 
were engaged in. During periods 
of coordination, when members 
allocated and executed respon-
sibilities, high-performing teams 
were discursively aligned. During 
periods of ideation, when they 
were focused on devising solu-

tions, these same teams diverged 
discursively, with members express-
ing a range of different ideas. To 
reap the performance rewards of 
dynamic alignment, it was import-
ant for members of these teams 
to synchronize these shifts and 
for their leaders to facilitate this 
dynamic. They diverged from or 
converged with one another in 
unison.

For managers, these findings 
have three core implications. First, 
diversity, equity, inclusion, and 
belonging (DEIB) initiatives typi-
cally seek to expand the range of 
thoughts and ideas within an orga-
nization. Yet it has heretofore been 
difficult to systematically measure 
cognitive diversity and how it 
varies in different groups and over 
time. Given the ubiquity of digital 
trace data and the accessibility of 
word embedding models, reliable 
indicators of cognitive diversity—
including, but not limited to, the 
discursive diversity measure we 
developed—can soon be at the 
fingertips of every organization’s 
leaders. Second, in construct-
ing teams, the key is not simply 
to maximize cognitive diversity; 
for many tasks, the most effec-
tive teams will be able to modu-
late their expressed diversity in 
accordance with the requirements 
of their tasks. Finally, executives 
should select and develop leaders 
who are attuned to the cognition 
of their teams and who know how 
to adjust cognitive diversity while 
keeping group members in sync. 

In the second study, in collabo-
ration with Paul Gouvard, we used 
the same methodology to analyze 
the communication in quarterly 
earnings calls conducted by exec-
utives of publicly traded firms. 
During these calls members of the 
C-suite, and often the CEO (chief 
executive officer), discuss their 
firms’ financial performance and 
strategy with securities analysts. 
Executives seek to give analysts 



MBR   |   Spring 2024   |   Volume 04   |   Issue 2 5

positive impressions of their firm’s 
potential. Some do that by diverg-
ing from the ways their competi-
tors tend to talk about their busi-
nesses. This tactic may give them 
the advantage of appearing unique, 
but it may also cause them to seem 
frivolous or incompetent.

When executives 
from a given firm 
speak differently from 
their counterparts 
in competing firms, 
analysts tend to 
become overly and 
unjustifiably optimistic 
about the focal firm’s 
future performance.

We evaluated the extent to 
which the executives of each firm 
used typical or atypical language 
in a quarterly earnings call by 
measuring the extent to which 
their discourse diverged from that 
of their competitors. We found 
that analysts are usually swayed 
by atypical performances. When 
executives from a given firm speak 
differently from their counter-
parts in competing firms, analysts 
tend to become overly and unjus-
tifiably optimistic about the focal 
firm’s future performance. This 
response generally results in a 
negative earnings surprise, with 
the firm’s future earnings failing 
to meet analysts’ expectations. 
Not all atypical calls lead analysts 
to become overly bullish, though. 
Rather, analysts are particularly 
receptive to atypicality when it 
emulates the speech of celebrated 
trailblazers. In other words, 
analysts interpret uniqueness as 
a signal of potential performance 
only when it conforms to popular 
notions of innovation.

Managers should draw at least 
two key lessons from this study. 
First, although quarterly earnings 
calls and other forms of engage-
ment with external stakeholders 
are performances that can have 
evaluative consequences, the 
scope of these performances goes 
beyond carefully crafted talking 
points and frequently asked ques-
tions. Audience members will judge 
all facets of this communication—
including how executives frame 
firm strategy and performance, 
how they engage with and build 
upon one another’s ideas, and how 
they respond to or subtly dodge 
questions—according to norma-
tive expectations that are defined 
by their perception of the firm’s 
peer group. Second, although 
executives generally assume that 
firms benefit from differentiating 
themselves from their peers, they 
should be alert to the unintended 
negative consequences of differen-
tiation. Positive evaluations that 
stem from atypical performances 
can portend a negative earnings 
surprise. 

In the final study, with Lara 
Yang, we once again used word 
embedding models to measure 
similarities and divergences. 
Instead of measuring distances 
between people, however, we 
measured the distances between 
the words of individual speak-
ers, focusing on “I” and “we.” We 
reasoned that the closer these 
two words are in embedding 
space, the more strongly an indi-
vidual identifies with the collec-
tive. Building on this intuition, we 
developed a novel measure of how 
strongly an employee identifies 
with her organization, as reflected 
in internal communication with 
colleagues. We fine-tuned sepa-
rate word embedding models for 
each employee and calculated 
the distance between these two 
pronouns separately for each 
three-month period. This allowed 

us to evaluate variations in the 
strength of each person’s identifi-
cation with the firm over time.

Managers have traditionally  
u se d enga gement  su r veys  to  
measure how much employees  
identify with their organization. 
It is impractical to conduct these 
surveys on a frequent basis,  
though. Our approach allows us 
to measure identification unobtru-
sively and trace its evolution over 
time. Using this method at three 
different organizations, we found 
that, irrespective of where they 
work, people’s sense of identifica-
tion changes continually. As one 
would expect, employees’ iden-
tification gradually increases as 
their tenure lengthens. But their 
views are also influenced by the 
people with whom they interact. 
Tight-knit, strongly interconnected 
networks encourage people to 
identify with their organization. 
The more people build connec-
tions with colleagues in differ-
ent parts of the organization, the 
stronger their organizational iden-
tification. So people identify with 
their organization not just because 
of their personalities and prefer-
ences, but also in response to their 
shifting position within its internal 
structure. And their organizational 
identification influences their 
motivation and commitment.

People identify with 
their organization not 
just because of their 
personalities and 
preferences, but also  
in response to their 
shifting position within  
its internal structure.

Managers should draw at least 
three lessons from this study. 
First, that pairing digital trace 
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data and AI tools with traditional 
survey instruments is extremely 
valuable. The former can map 
behavioral indicators over time 
to reveal foundational constructs 
like organizational identification. 
The latter can yield validated 
measures of how people think 
and feel about the organization. 
By combining them, we can not 
only validate the new language-
based measures, but also begin 
to grasp how people are thinking 
and feeling without surveying 
them repeatedly. Second, we can 
learn to fine tune general-purpose 
algorithms that have been trained 
on large data sets drawn from a 
broad cross section of individu-
als and groups to extract informa-
tion about a specific organization, 
period, or person. Finally, the 
documented changes in network 
structure arising from the abrupt 
shift to remote work during the 
COVID-19 pandemic may also have 
had secondary consequences for 
organizational identif ication. 8  
Because remote or hybrid work 
causes workplace networks to 
become more siloed, it may also 
fray the ties that bind people to 
the broader organization, leaving 
them to identify only with their 
immediate work or social group. 

Data-Driven Management  
and Culture
W he t he r  you  l i ke  i t  or  not , 
 algorithms are already changing 
organizations, from supply chain 
management to marketing. Even 
the aspects of management that 
draw heavily on social and emo-
tional skills are not immune to the 
benefits of algorithmic analysis. 
No one can afford to wait on the 
sidelines until every debate about 
the trajectory and social conse-
quences of AI is resolved.

Managers who learn 
how to ethically 
harness algorithmic 
technologies to better 
understand and 
manage their culture 
are most likely to gain a 
competitive advantage.

Managers who learn how to 
ethically harness algorithmic tech-
nologies to better understand and 
manage their culture are most 
likely to gain a competitive advan-
tage. Using word embedding in 
a distributive approach can illu-
minate why some teams perform 
better than others, how external 
stakeholders evaluate a firm’s 
performance, and which employ-
ees are likely to identify with their 
organization. 

The tools to develop and 
broadly deploy such measures 
are already readily available, but 
managers must learn to use them 
effectively. Few, if any, employ-
ees are enthusiastic about having 
their communications constantly 
analyzed by a Big Brother algo-
rithm. Indeed, if people believe 
that how they communicate digi-
tally will affect their prospects, 
they will change their behavior to 
fit their (likely incorrect) under-
standing of what the algorithms in 
question measure. This situation 
is a recipe for unintended, deleteri-
ous consequences and the erosion 
of trust. 

We believe that these tech-
nologies are best implemented 
as self-empowering tools, which 
employees can decide whether 
to engage with, keeping the abil-
ity of employers to monitor them 

in check. Imagine, for example, a 
conversational bot that occasion-
ally asks, “Do you really want to 
send this message?” as the user 
types an email or instant message. 
“You may not have intended this, 
but your message might be inter-
preted as aggressive or hostile,” the 
bot might tell the user. Employed 
correctly, such bots could help 
to foster psychologically safe and 
productive working environments.

Technological innovations 
are often greeted with passion, 
whether it be the enthusiasm of 
those who see them as tools of effi-
ciency and empowerment or the 
hostility of those who fear they will 
become instruments of oppres-
sion. Word embeddings could 
be both. Technology is morally 
neutral. Whether it is liberating 
or repressive depends on how we 
choose to use it. The possibility of 
dire misuse is far from hypotheti-
cal and managerial decisions can 
powerfully affect people’s liveli-
hoods and sense of worth. 

Whether cultural algorithms  
become tools of  coercion or  
empowerment is, ultimately, the  
responsibility of organizational  
leaders. Culture has long been 
proven to be a powerful source of 
competitive advantage or disad-
vantage. The upside of using algo-
rithms for cultural management is 
therefore immense, but needs to 
be continually managed. A poorly 
thought-out implementation can 
easily backfire, alienating employ-
e e s  a n d  d e s t roy i n g  h e a l t h y 
cultures that took years to build. 
The conflict that often arises 
between business and ethics is 
therefore obviated: doing the right 
thing by ethically rolling out 
AI-based approaches to measuring 
culture is also the right business 
decision. 
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